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Autonomous and intelligent systems (A/IS) offer unique and impactful opportunities as well 
as risks both to people living in high-income countries (HIC) and in low-and middle-income 
countries (LMIC). The scaling and use of A/IS represent a genuine opportunity across the 
globe to provide individuals and communities—be they rural, semi-urban, or urban—with 
the means to satisfy their needs and develop their full potential, with greater autonomy 
and choice. A/IS will potentially disrupt economic, social, and political relationships and 
interactions at many levels. Those disruptions could provide an historical opportunity to 
reset those relationships in order to distribute power and wealth more equitably and thus 
promote social justice.1 They could also leverage quality and better standards of life and 
protect people’s dignity, while maintaining cultural diversity and protecting the environment.

One possible vehicle that can be used to agree on priorities and prioritize resources and 
actions is the United Nations Agenda for Sustainable Development, which was adopted by 
the UN General Assembly in 2015; 193 nations voted in favor of the Agenda, which also 
includes 17 Sustainable Development Goals (SDGs) for the world to achieve by 2030. 
The Agenda challenges all member states to make concerted efforts toward the above 
mentioned goals, and thus toward a sustainable, prosperous, and resilient future for people 
and the planet. These universally applicable goals should be reached by 2030.2 

The value of A/IS is significantly associated with the generation of various types of superior 
and unique insights, many of which could help achieve positive socioeconomic outcomes 
for both HIC and LMIC societies, in keeping with the SDGs. The ethical imperative driving 
this chapter is that A/IS must be harnessed to benefit humanity, promote equality, and 
realize the world community’s vision of a sustainable future and the SDGs:

…….of universal respect for human rights and human dignity, the rule of law, justice, 
equality and nondiscrimination; of respect for race, ethnicity and cultural diversity; and 
of equal opportunity permitting the full realization of human potential and contributing 
to shared prosperity. A world which invests in its children and in which every child grows 
up free from violence and exploitation. A world in which every woman and girl enjoys full 
gender equality and all legal, social and economic barriers to their empowerment have 
been removed. A just, equitable, tolerant, open and socially inclusive world in which the 
needs of the most vulnerable are met.3
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We recognize that how A/IS are deployed globally will be a determining factor in whether, 
in fact, “no-one gets left behind”, whether human rights and dignity of all people are 
respected, whether children are protected, and whether the gap between rich and 
poor, within and between nations, narrows or widens. A/IS can advance the Sustainable 
Development Agenda’s transformative vision, but at the same time, A/IS can undermine  
it if risks reviewed in this chapter are not managed properly. 

For example, A/IS create the risk of accelerating inequality within and among nations,  
if their development and marketing are controlled by a few select companies, primarily in 
HIC. The benefits would largely accrue to the highly educated and wealthier segment of 
the population, while displacing the less educated workforce, both by automation and by 
the absence of educational or retraining systems capable of imparting skills and knowledge 
needed to work productively alongside A/IS. These risks, although differentiated by IT 
infrastructure, educational attainment, economic, and cultural contexts, exist in HIC and 
LMIC alike. The inequality in accessing and using the internet, both within and among 
countries, raises questions on how to spread A/IS benefits across humanity. Ensuring  
A/IS “for the common good” is an ethical imperative and at the core of Ethically Aligned 
Design, First Edition; the key elements of this “common good” are that it is human-
centered, accountable, and ensure outcomes that are fair and inclusive.

This chapter explores the imperative for A/IS to serve humanity by improving the quality and 
standard of life for all people everywhere. It makes recommendations for advancing equal 
access to this transformative technology, so that it drives the well-being of all people, rather 
than further concentrating wealth, resources, and decision-making power in the hands of 
a few countries, companies, or citizens. The recommendations further reflect policies and 
collaborative public, private, and people programs which, if implemented, will respect the 
ethical imperative embedded in the Sustainable Development Agenda’s transformative vision. 
The respect of human rights and dignity, and the advancement of “common good” with equal 
benefit to both HIC and LMIC, are central to every recommendation within this chapter. 
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Section 1—A/IS in Service to Sustainable 
Development for All

A/IS have the potential to contribute to the 
resolution of some of the world’s most pressing 
problems, including: violation of fundamental rights, 
poverty, exploitation, climate change, lack of high-
quality services to excluded populations, increased 
violence, and the achievement of the SDGs.

Issue: Current roadmaps for 
development and deployment 
of A/IS are not aligned with 
or guided by their impact in 
the most important challenges 
of humanity, defined in the 
seventeen United Nations 
Sustainable Development Goals 
(SDGs), which collectively aspire 
to create a more equal world 
of prosperity, peace, planet 
protection, and human dignity  
for all people.4

Background

SDGs promoting prosperity, peace, planet 
protection, human dignity, and respect for human 
rights of all, apply to HIC and LMIC alike. Yet 
ensuring that the benefits of A/IS will accrue to 
humanity as a whole, leaving “no one behind”, 
requires an ethical commitment to global 

citizenship and well-being, and a conscious effort 
to counter the nature of the tech economy, with 
its tendency to concentrate wealth within high 
income populations. Implementation of the SDGs 
should benefit excluded sectors of society in 
every country, regardless of A/IS infrastructure.

“The Road to Dignity by 2030” document of the 
UN Secretary General reports on resources and 
methods for implementing the 2030 Agenda 
for Sustainable Development and emphasizes 
the importance of science, technology, and 
innovation for a sustainable future.5 The UN 
Secretary General posits that: 

“A sustainable future will require that we act now to 
phase out unsustainable technologies and to invest 
in innovation and in the development of clean and 
sound technologies for sustainable development. 
We must ensure that they are fairly priced, broadly 
disseminated and fairly absorbed, including to and 
by developing countries.” (para. 120)

A/IS are among the technologies that can play 
an important role in the solution of the deep 
social problems plaguing our global civilization, 
contributing to the transformation of society away 
from an unsustainable, unequal socioeconomic 
system, towards one that realizes the vision of 
universal human dignity, peace, and prosperity.

However, with all the potential benefits of  
A/IS, there are also risks. For example, given  
A/IS technology’s immense power needs, without 
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new sources of sustainable energy harnessed 
to power A/IS in the future, there is a risk that it 
will increase fossil fuel use and have a negative 
impact on the environment and the climate.

While 45% of the world’s population is 
not connected to the internet, they are not 
necessarily excluded from A/IS’ potential 
benefits: in LMIC mobile networks can provide 
data for A/IS applications. However, only those 
connected are likely to benefit from the income-
producing potential of internet technologies. In 
2017, internet penetration in HIC left behind 
certain portions of the population often in rural 
or remote areas; 12% of U.S. residents and 20% 
of residents across Europe were unable to access 
the internet. In Asia with its concentration of 
LMIC, 52% of the population, on average, had no 
access, a statistic skewed by the large population 
of China, where internet penetration reached 
45% of the population. In numerous other 
countries in the region, 99% of residents had 
no access. This nearly total exclusion also exists 
in several countries in Africa, where the overall 
internet penetration is only 35%: 2 of every 3 
residents in Africa have no access.6 Those with 
no internet access also do not generate data 
needed to “train” A/IS, and are thereby excluded 
from benefits of the technology, the development 
of which risks systematic discriminatory bias, 
particularly against people from minority 
populations, and those living in rural areas, or 
in low-income countries. As a comparison, one 
study estimated that “in the US, just one home 
automation product can generate a data point 
every six seconds.”7 In Mozambique, where about 
90% of the population lack internet access, “the 
average household generates zero digital data 

points.”8 With mobile phones generating much of 
the data needed for developing A/IS applications 
in LMIC, unequal phone ownership may build in 
bias. For example, there is a risk of discrimination 
against women, who across LMIC are 14% less 
likely than men to own a mobile phone, and in 
South Asia where 38% are less likely to own a 
mobile phone.9

Recommendations

The current range of A/IS applications in sectors 
crucial to the SDGs, and to excluded populations 
everywhere, should be studied, with the 
strengths, weaknesses, and potential of the most 
significant recent applications analyzed, and the 
best ones developed at scale. Specific objectives 
to consider include:

•	 Identifying and experimenting with  
A/IS technologies relevant to the SDGs,  
such as: big data for development relevant to, for 
example, agriculture and medical tele-diagnosis; 
geographic information systems needed in 
public service planning, disaster prevention, 
emergency planning, and disease monitoring; 
control systems used in, for example, 
naturalizing intelligent cities through energy 
and traffic control and management of urban 
agriculture; applications that promote human 
empathy focused on diminishing violence and 
exclusion and increasing well-being.

•	 Promoting the potential role of A/IS in 
sustainable development by collaboration 
between national and international 
government agencies and nongovernmental 
organizations (NGOs) in technology sectors.
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•	 Analyzing the cost of and proposing strategies 
for publicly providing internet access for  
all, as a means of diminishing the gap in  
A/IS’ potential benefit to humanity, particularly 
between urban and rural populations in HIC 
and LMIC alike.

•	 Investing in the documentation and 
dissemination of innovative applications of  
A/IS that advance the resolution of identified 
societal issues and the SDGs. 

•	 Researching sustainable energy to power A/IS 
computational capacity.

•	 Investing in the development of transparent 
monitoring frameworks to track the concrete 
results of donations by international 
organizations, corporations, independent 
agencies, and the State, to ensure efficiency 
and accountability in applied A/IS.

•	 Developing national legal, policy, and fiscal 
measures to encourage competition in the  
A/IS domestic markets and the flourishing  
of scalable A/IS applications.

•	 Integrating the SDGs into the core of private 
sector business strategies and adding SDG 
indicators to companies’ key performance 
indicators, going beyond corporate social 
responsibility (CSR). 

•	 Applying the well-being indicators10 to evaluate 
A/IS’ impact from multiple perspectives in HIC 
and LMIC alike.

 
 
 

Further Resources

•	 R. Van Est and J.B.A. Gerritsen, with assistance 
of L. Kool, Human Rights in the Robot Age: 
Challenges arising from the use of Robots, 
Artificial Intelligence and Augmented Reality 
Expert Report written for the Committee on 
Culture, Science, Education and Media of the 
Parliamentary Assembly of the Council of 
Europe (PACE), The Hague: Rathenau Instituut 
2017.

•	 World Economic Forum Global Future Council 
on Human Rights 2016-18, “White Paper: 
How to Prevent Discriminatory Outcomes in 
Machine Learning,” World Economic Forum, 
March 2018.

•	 United Nations General Assembly, 
Transforming Our World: The 2030 Agenda 
for Sustainable Development (A/RES/70/1: 21 
October 2015) Preamble. http://www.un.org/
en/development/desa/population/migration/
generalassembly/docs/globalcompact/ 
A_RES_70_1_E.pdf.

•	 United Nations Global Pulse, Big Data for 
Development: Challenges and Opportunities, 
2012. 
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Issue: A/IS are often viewed 
only as having impact in market 
contexts, yet these technologies 
also have an impact on social 
relations and culture.

Background

A/IS are expected to have an impact beyond 
market domains and business models, diffusing 
throughout the global society. For instance,  
A/IS have and will impact social relationships  
in a way similar to how mobile phones changed 
our daily lives, reflecting directly on our culture, 
customs, and language. The extent and direction 
of this impact is not yet clear, but documented 
experience in HIC and high internet-penetration 
environments of trolls, “fake news,” and 
cyberbullying on social media offer a cautionary 
tale.11 Depression, social isolation, aggression, 
and the dissemination of violent behavior with 
damage to human relations, so extreme that, 
in some cases, it has resulted in suicide, are all 
correlated with the internet.12 As an example, 
the technology for “smart homes” has been 
used for inflicting domestic violence by remotely 
locking doors, turning off heat/AC, and otherwise 
harassing a partner. This problem could be easily 
extended to include elder and child abuse.13 
Measures need to be developed to prevent 
A/IS from contributing to the emergence or 
amplification of social disorders.

 
 
 
 

Recommendations

To understand the impact of A/IS on society, 
it is necessary to consider product and process 
innovation, as well as wider sociocultural and 
ethical implications, from a global perspective, 
including the following: 

•	 Exploring the development of algorithms 
capable of detecting and reporting 
discrimination, cyberbullying, deceptive 
content and identities, etc., and of notifying 
competent authorities; recognizing that the 
use of such algorithms must address ethical 
concerns related to algorithm explainability 
as well as take into account the risk to certain 
aspects of human rights, notably to privacy 
and freedom from oppression.

•	 Developing a globally recognized professional 
Code of Ethics with and for technology 
companies.

•	 Identifying social disorders, such as depression, 
anxiety, psychological violence, political 
manipulation, etc., correlated with the use of  
A/IS-based technologies as a world health 
problem; monitoring and measuring their impact.

•	 Elaborating metrics measuring how, where and 
on whom there is a cultural impact of new  
A/IS-based technologies. 
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Further Resources

•	 T. Luong, “Thermostats, Locks and Lights: 
Digital Tools of Domestic Abuse,” The New 
York Times, June 23, 2018, https://www.
nytimes.com/2018/06/23/technology/smart-
home-devices-domestic-abuse.html.

•	 J. Naughton, “The internet of things has 
opened up a new frontier of domestic abuse.” 
The Guardian, July 2018.

•	 M. Pianta, Innovation and Employment, 
Handbook of Innovation. Oxford, U.K.: Oxford 
University Press, 2003.

•	 M.J. Salganik, Bit by Bit. Princeton, NJ: 
Princeton University Press 2018.

•	 J. Torresen, “A Review of Future and Ethical 
Perspectives of Robotics and AI” Frontiers 
in Robotics and AI, Jan. 15, 2018. [Online]. 
Available: https://doi.org/10.3389/
frobt.2017.00075. [Accessed Nov. 1, 2018].

Issue: The right to truthful 
information is key to a 
democratic society and 
to achieving sustainable 
development and a more equal 
world, but A/IS poses risks to 
this right that must be managed.
 
Background

Social media have become the dominant 
technological infrastructure for the dissemination 
of information such as news, opinion, advertising, 

etc., and are currently in the vanguard of 
the movement toward customized/targeted 
information based on user profiling that involves 
significant use of A/IS techniques. Analysis of 
opinion polls and trends in social networks, 
blogs, etc., and of the emotional response to 
news items can be used for the purposes of 
manipulation, facilitating both the selection of 
news that guides public opinion in the desired 
direction and the practice of sensationalism.

The "personalization of the consumer 
experience", that is, the adaptation of articles 
to the interests, political vision, cultural level, 
education, and geographic location of the reader, 
is a new challenge for the journalism profession 
that expands the possibilities of manipulation.

The information infrastructure is currently 
lacking in transparency, such that it is difficult 
or impossible to know (except perhaps for the 
infrastructure operator):

•	 what private information is being collected for 
user profiling and by whom,

•	 which groups are targeted and by whom, 

•	 what information has been received by any 
given targeted group,

•	 who financed the creation and dissemination 
of this information,

•	 the percentage of the information being 
disseminated by bots, and 

•	 who is financing these bots.

Many actors have found this opaque 
infrastructure ideal for spreading politically 
motivated disinformation, which has a negative 
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effect on the creation of a more equal world, 
democracy, and the respect for fundamental 
rights. This disinformation can have tragic 
consequences. For instance, human rights 
groups have unearthed evidence that the military 
authorities of Myanmar used Facebook for inciting 
hatred against the Rohingya Muslim minority, 
hatred which facilitated an ethnic cleansing 
campaign and the murder of up to 50,000 
people.14 The UN determined that these actions 
constituted genocide, crimes against humanity, 
and war crimes.15

Recommendations

To protect democracy, respect fundamental 
rights, and promote sustainable development, 
governments should implement a legislative 
agenda which prevents the spread of 
misinformation and hate speech, by:

•	 Ensuring more control and transparency in 
the use of A/IS techniques for user profiling 
in order to protect privacy and prevent user 
manipulation.

•	 Using A/IS techniques to detect untruthful 
information circulating in the infrastructures, 
overseen by a democratic body to prevent 
potential censorship.

•	 Obliging companies owning A/IS 
infrastructures to provide more transparency 
regarding their algorithms, sources of funding, 
services, and clients.

•	 Defining a new legal status somewhere 
between "platforms" and "content providers" 
for A/IS infrastructures.

•	 Reformulating the deontological codes of the 
journalistic profession to take into account the 
intensive use of A/IS techniques foreseen  
in the future. 

•	 Promoting the right to information in 
official documents, and developing A/IS 
techniques to automate journalistic tasks 
such as verification of sources and checking 
the accuracy of the information in official 
documents, or in the selection, hierarchy, 
assessment, and development of news, 
thereby contributing to objectivity and 
reliability.

Further Resources

•	 M. Broussard, “Artificial Iintelligence for 
Investigative Reporting: Using an expert 
system to enhance journalists’ ability to 
discover original public affairs stories.” Digital 
Journalism, vol. 3, no. 6, pp. 814-831, 2015.

•	 M. Carlson, “The robotic reporter: Automated 
journalism and the redefinition of labor, 
compositional forms, and journalistic authority.” 
Digital Journalism, vol. 3, no. 3, pp. 416-431, 
2015.

•	 A. López Barriuso, F. de la Prieta Pintado, Á. 
Lozano Murciego, , D. Hernández de la Iglesia 
and J. Revuelta Herrero, JOUR-MAS: A Multi-
agent System Approach to Help Journalism 
Management, vol. 4, no. 4, 2015.

•	 P. Mozur, ”A Genocide Incited on Facebook 
with Posts from Myanmar’s Military,” The 
New York Times, Oct. 15 2018. https://
www.nytimes.com/2018/10/15/technology/
myanmar-faceboo.k-genocide.html

•	 UK Parliament, House of Commons, Digital, 
Culture, Media and Sport Committee 
Disinformation and ‘fake news’: Interim 
Report, Fifth Report of Session 2017–19UK 
Parliament, Published on July 29, 2018.
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Section 2—Equal Availability

Issue: Vastly different power 
structures among and within 
countries create risk that A/IS 
deployment accelerates, rather 
than reduces, inequality in the 
pursuit of a sustainable future. 
It is unclear how LMIC can best 
implement A/IS via existing 
resources and take full advantage 
of the technology’s potential to 
achieve a sustainable future.

Background

The potential use of A/IS to create sustainable 
economic growth for LMIC is uniquely powerful. 
Yet, many of the debates surrounding A/IS take 
place within HIC, among highly educated and 
financially secure individuals. It is imperative that 
all humans, in any condition around the world, 
are considered in the general development and 
application of these systems to avoid the risk of 
bias, excessive inequality, classism, and general 
rejection of these technologies. With much of 
the financial and technical resources for A/IS 
development and deployment residing in HIC, not 
only are A/IS benefits more difficult to access for 
LMIC populations, but those A/IS applications that 
are deployed outside of HIC realities may not be 
appropriate. This is for reasons of cultural/ethnic 
bias, language difficulties, or simply an inability to 
adapt to local internet infrastructure constraints. 

Furthermore, technological innovation in LMIC 
comes up against many potential obstacles, 
which could be considered when undertaking 
initiatives aimed at enhancing LMIC access:

•	 Reluctance to provide open source licensing of 
technological development innovations,

•	 Lack of the human capital and knowledge 
required to adapt HIC-developed technologies 
to resolving problems in the LMIC context, 
or to develop local technological solutions to 
these problems,

•	 Retention of A/IS capacity in LMIC due to 
globally uncompetitive salaries,

•	 Lack of infrastructure for deployment, and 
difficulties in taking technological solutions to 
where they are needed,

•	 Lack of organizational and business models for 
adapting technologies to the specific needs of 
different regions,

•	 Lack of active participation of the target 
population,

•	 Lack of political will to allow people to have 
access to technological resources,

•	 Existence of oligopolies that hinder new 
technological development,

•	 Lack of inclusive and high-quality education at 
all levels, and

•	 Bureaucratic policies ill-adapted to highly 
dynamic scenarios.
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For A/IS capacities and benefits to become 
equally available worldwide, training, education, 
and opportunities should be provided particularly 
for LMIC. Currently, access to products that 
facilitate A/IS research of timely topics is quite 
limited for researchers in LMIC, due to cost 
considerations.

If A/IS capacity and governance problems, such 
as relevant laws, policies, regulations, and anti-
corruption safeguards, are addressed, LMIC 
could have the ability to use A/IS to transform 
their economies and leapfrog into a new era 
of inclusive growth. Indeed, A/IS itself can 
contribute to good governance when applied 
to the detection of corruption in state and 
banking institutions, one of the most serious 
recognized constraints to investment in LMIC. 
Particular attention, however, must be paid to 
ensure that the use of A/IS is for the common 
good—especially in the context of LMIC—and 
does not reinforce existing socioeconomic 
inequities through systematic discriminatory bias 
in both design and application, or undermine 
fundamental rights through, among other issues, 
lax data privacy laws and practice.

Recommendations

A/IS benefits should be equally available to 
populations in HIC and LMIC, in the interest of 
universal human dignity, peace, prosperity, and 
planet protection. Specific measures for LMIC 
should include: 

•	 Deploying A/IS to detect fraud and corruption, 
to increase the transparency of power 
structures, to contribute to a favorable 
investment, governance, and innovation 
environment. 

•	 Supporting LMIC in the development of their 
own A/IS strategies, and in the retention or 
return of their A/IS talent to prevent “brain drain”.

•	 Encouraging global standardization/
harmonization and open source A/IS software.

•	 Promoting distribution of knowledge and 
wealth generated by the latest A/IS, including 
through formal public policy and financial 
mechanisms to advance equity worldwide.

•	 Developing public datasets to facilitate the 
access of people from LMIC to data resources 
to facilitate their applied research, while 
ensuring the protection of personal data.

•	 Creating A/IS international research centers 
in every continent, that promote culturally 
appropriate research, and allow the remote 
access of LMIC's communities to high-end 
technology.16

•	 Facilitating A/IS access in LMIC through online 
courses in local languages.

•	 Ensuring that, along with the use of A/IS, 
discussions related to identity, platforms, and 
blockchain are conducted, such that core 
enabling technologies are designed to meet the 
economic, social, and cultural needs of LMIC.

•	 Diminishing the barriers and increase LMIC 
access to technological products, including the 
formation of collaborative networks between 
developers in HIC and LMIC, supporting the 
latter in attending global A/IS conferences.17

•	 Promoting research into A/IS-based 
technologies, for example, mobile lightweight 
A/IS applications, that are readily available  
in LMIC.

•	 Facilitating A/IS research and development in 
LMIC through investment incentives, public-
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private partnerships, and/or joint grants, 
and collaboration between international 
organizations, government bodies, universities, 
and research institutes.

•	 Prioritizing A/IS infrastructure in international 
development assistance, as necessary to 
improve the quality and standard of living and 
advance progress towards the SDGs in LMIC. 

•	 Recognizing data issues that may be particular 
to LMIC contexts, i.e., insufficient sample size 
for machine learning which sometimes results 
in de facto discrimination, and inadequate 
laws for, and the practice of, data protection.  

•	 Supporting research on the adaptation of  
A/IS methods to scarce data environments  
and other remedies that facilitate an optimal  
A/IS enabling environment in LMIC.
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26, no. 1, pp. 33–43, 2000.

•	 O. Ajakaiye and M. S. Kimenyi. “Higher 
Education and Economic Development in 
Africa: Introduction and Overview.” Journal of 
African Economies 20, no. 3, iii3–iii13, 2011.

•	 D. Allison-Hope and M. Hodge, "Artificial 
Intelligence: A Rights-Based Blueprint for 
Business,” San Francisco: BSF, Aug. 28, 2018

•	 D. E. Bloom, D. Canning, and K. Chan. Higher 
Education and Economic Development in Africa 
(Vol. 102). Washington, DC: World Bank, 2006.

•	 N. Bloom, “Corporations in the Age of Inequality.” 
Harvard Business Review, April 21, 2017.

•	 C. Dahlman, Technology, Globalization, and 
Competitiveness: Challenges for Developing 

Countries. Industrialization in the 21st Century. 
New York: United Nations, 2006.

•	 M. Fong, Technology Leapfrogging for Developing 
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and Technology, 2nd ed. Hershey, PA: IGI Global, 
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•	 C. B. Frey and M. A. Osborne. “The Future of 
Employment: How Susceptible Are Jobs to 
Computerisation?” (working paper). Oxford, 
U.K.: Oxford University, 2013.

•	 B. Hazeltine and C. Bull. Appropriate 
Technology: Tools, Choices, and Implications. 
New York: Academic Press, 1999. 

•	 McKinsey Global Institute. “Disruptive 
Technologies: Advances That Will Transform 
Life, Business, and the Global Economy” 
(report), May 2013.

•	 D. Rotman, “How Technology Is Destroying 
Jobs.” MIT Technology Review, June 12, 2013. 

•	 R. Sauter and J. Watson. “Technology 
Leapfrogging: A Review of the Evidence, A 
Report for DFID.” Brighton, England: University 
of Sussex. October 3, 2008.

•	 “The Rich and the Rest.” The Economist. 
October 13, 2012. 

•	 “Wealth without Workers, Workers without 
Wealth.” The Economist. October 4, 2014. 

•	 World Bank. “Global Economic Prospects 
2008: Technology Diffusion in the Developing 
World.” Washington, DC: World Bank, 2008. 

•	 World Development Report 2016: Digital 
Dividends. Washington, DC: World Bank. 
doi:10.1596/978-1-4648-0671-1.
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The Road ahead in Low and Middle-income 
Countries,” webfoundation.org, June 2017.
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Section 3—A/IS and Employment

Issue: A/IS are changing the 
nature of work, disrupting 
employment, while technological 
change is happening too fast for 
existing methods of (re)training 
the workforce.

Background

The current pace of technological development 
will heavily influence changes in employment 
structure. In order to properly prepare the 
workforce for such evolution, actions should be 
proactive and not only reactive. The wave of 
automation caused by the A/IS revolution will 
displace a very large share of jobs across domains 
and value chains. The U.S. “automated vehicle” 
case study analyzed in the White House 2016 
report Artificial Intelligence, Automation, and the 
Economy is emblematic of what is at stake: “2.2 
to 3.1 million existing part- and full-time U.S. jobs 
are exposed over the next two decades, although 
the timeline remains uncertain.”18 

The risk of unemployment for LMIC is more 
serious than for developed countries. The 
industry of most LMIC is labor intensive. While 
labor may be cheap(er) in LMIC economies, the 
ripple effects of A/IS and automation will be 
felt much more than in the HIC economies. The 
2016 World Bank Development Report stated 
that the share of occupations susceptible to 
automation and A/IS is higher in LMIC than in 

HIC, where such jobs have already disappeared. 
In addition, the qualities which made certain 
jobs easy to outsource to LMIC where wages 
are lower are those that may make them easy 
to automate.19 An offsetting factor is the reality 
that many LMIC lack the communication, energy, 
and IT infrastructure required to support highly 
automated industries.20 Notwithstanding this 
reality, the World Bank estimated the automatable 
share of employment, unadjusted for adoption 
time lag, for LMIC ranges from 85% in Ethiopia 
to 62% in Argentina, compared to the OECD 
average of 57%.21

In the coming decades, the automation wave 
calls for higher investment and the transformation 
of labor market capacity development programs. 
Innovative and fair ways of funding such an 
investment are required; the solutions should 
be designed in cooperation with the companies 
benefiting from the increase of profitability, 
thanks to automation. This should be done 
in a responsible way so that the innovation 
cycle is not broken, and yet workforce capacity 
does not fall behind the needs of 21st century 
employment. At the same time, A/IS and other 
digital technologies offer real potential to innovate 
new approaches to job-search assistance, 
placement, and hiring processes in the age of 
personalized services. The efficiency of matching 
labor supply and demand can be tremendously 
enhanced by the rise of multisided platforms 
and predictive analytics, provided they do not 
entrench discrimination.22 The case of platforms, 
such as LinkedIn, for instance, with its 470 million 
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registered users, and online job consolidators 
such as indeed.com and Simply Hired, are 
interesting as an evolution in hiring practices,  
at least for those able to access the internet. 

Tailored counseling and integrated retraining 
programs also represent promising grounds 
for innovation. In addition, much will have to 
be done to create fair and effective lifelong 
skill development/training, infrastructures, and 
mechanisms capable of empowering millions 
of people to viably transition jobs, sectors, and 
potentially locations, and to address differential 
geographic impacts that exacerbate income 
and wealth disparities. Effectively enabling the 
workforce to be more mobile—physically, legally, 
and virtually—will be crucial. This implies systemic 
policy approaches which encompass housing, 
transportation, licensing, tax incentives, and 
crucially in the age of A/IS, universal broadband 
access, especially in rural areas of both HIC  
and LMIC.

Recommendations

To thrive in the A/IS age, workers must be 
provided training in skills that improve their 
adaptability to rapid technological changes; 
programs should be available to any worker, with 
special attention to the low-skilled workforce. 
Those programs can be private, that is, sponsored 
by the employer, or publicly and freely offered 
through specific public channels and government 
policies, and should be available regardless of 
whether the worker is in between jobs or still 
employed. Specific measures include: 
 
 

•	 Offering new technical programs, possibly 
earlier than high school, to increase the 
workforce capacity to close the skills gap and 
thrive in employment alongside A/IS. 

•	 Creating opportunities for apprenticeships, 
pilot programs, and scaling up data-driven 
evidence-based solutions that increase 
employment and earnings.

•	 Supporting new forms of public-private 
partnerships involving civil society, as well as 
new outcome-oriented financial mechanisms, 
e.g., social impact bonds, that help scale up 
successful innovations.

•	 Supporting partnerships between universities, 
innovation labs in corporations, and 
governments to research and incubate 
startups for A/IS graduates.23

•	 Developing regulations to hold corporations 
responsible for employee retraining necessary 
due to increased automation and other 
technological applications having impact  
on the workforce. 

•	 Facilitating private sector initiatives by public 
policy for co-investment in training and 
retraining programs through tax incentives.

•	 Establishing and resourcing public policies that 
assure the survival and well-being of workers, 
displaced by A/IS and automation, who cannot 
be retrained.

•	 Researching complementary areas, to lay solid 
foundations for the transformation outlined 
above.

•	 Requiring more policy research on the 
dynamics of professional transitions in 
different labor market conditions. 
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•	 Researching the fairest and most efficient 
public-private options for financing labor 
force transformation due to A/IS.

•	 Developing national and regional future of 
work strategies based on sound research 
and strategic foresight.

Further Resources

•	 V. Cerf and D. Norfors, The People-centered 
Economy: The New Ecosystem for Work. 
California: IIIJ Foundation, 2018.

•	 Executive Office of the President. Artificial 
Intelligence, Automation, and the Economy. 
December 20, 2016. 

•	 S. Kilcarr, “Defining the American Dream for 
Trucking ... and the Nation, Too,” FleetOwner, 
April 26, 2016. 

•	 M. Mason, “Millions of Californians’ Jobs could 
be Affected by Automation—a Scenario the 
next Governor has to Address,”Los Angeles 
Times, October 14, 2018.

•	 OECD, “Labor Market Programs: Expenditure 
and Participants,” OECD Employment and 
Labor Market Statistics (database), 2016. 

•	 M. Vivarelli, “Innovation and Employment: A 
Survey,” Institute for the Study of Labor (IZA) 
Discussion Paper No. 2621, February 2007. 

 
 
 
 
 
 
 

Issue: Analysis of the  
A/IS impact on employment 
is too focused on the number 
and category of jobs affected, 
whereas more attention should 
be addressed to the complexities 
of changing the task content  
of jobs. 

Background

Current attention on automation and 
employment tends to focus on the sheer number 
of jobs lost or gained. It is important to focus 
the analysis on how employment structures 
will be changed by A/IS, rather than solely 
dwelling on the number of jobs that might be 
impacted. For example, rather than carrying out 
a task themselves, workers will need to shift 
to supervision of robots performing that task. 
Other concerns include changes in traditional 
employment structures, with an increase 
in flexible, contract-based temporary jobs, 
without employee protection, and a shift in 
task composition away from routine/repetitive 
and toward complex decision-making. This 
is in addition to the enormous need for the 
aforementioned retraining. Given the extent of 
disruption, workforce trends will need to measure 
time spent unemployed or underemployed, labor 
force participation rates, and other factors beyond 
simple unemployment numbers. 
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The Future of Jobs 2018 report of the World 
Economic Forum highlights:  

“...the potential of new technologies to create as 
well as disrupt jobs and to improve the quality 
and productivity of the existing work of human 
employees. Our findings indicate that, by 2022, 
augmentation of existing jobs through technology 
may free up workers from the majority of data 
processing and information search tasks—and 
may also increasingly support them in high-value 
tasks such as reasoning and decision-making as 

augmentation becomes increasingly common 
over the coming years as a way to supplement 
and complement human labour.”24

The report predicts the shift in skill demand 
between today and 2022 will be significant and 
that “proactive, strategic and targeted efforts will 
be needed to map and incentivize workforce 
redeployment… [and therefore]... investment 
decisions [on] whether to prioritize automation or 
augmentation and the question of whether or not 
to invest in workforce reskilling.”25

Comparing Skills Demand, 2018 Versus 2022, Top Ten 

Source: Future of Jobs Survey 2018, World Economic Forum, Table 4 

TODAY, 2018 TRENDING, 2022 DECLINING, 2022

1.	 Analytical thinking  
and innovation

2.	 Complex problem-
solving

3.	 Critical thinking  
and analysis

4.	 Active learning  
and learning strategies

5.	 Creativity, originality,  
and initiative

6.	 Attention to detail, 
trustworthiness

7.	 Emotional Intelligence

8.	 Reasoning, problem-
solving, and ideation

9.	 Leadership and  
social influence

10.	 Coordination and  
time management

1.	 Analytical thinking  
and innovation

2.	 Active learning and 
learning strategies

3.	 Creativity, originality,  
and initiative

4.	 Technology design  
and programming

5.	 Critical thinking  
and analysis

6.	 Complex problem-
solving

7.	 Leadership and  
social influence

8.	 Emotional intelligence

9.	 Reasoning, problem- 
solving, and ideation

10.	 Systems analysis  
and evaluation

1.	 Manual dexterity, 
endurance, and precision

2.	 Memory, verbal, auditory, 
and spatial abilities

3.	 Management of financial 
and material resources

4.	 Technology installation 
and maintenance

5.	 Reading, writing, math, 
and active listening

6.	 Management  
of personnel

7.	 Quality control and 
safety awareness

8.	 Coordination and  
time-management

9.	 Visual, auditory,  
and speech abilities

10.	 Technology use, 
monitoring, and control
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Recommendations

While there is evidence that robots and 
automation are taking jobs away in various 
sectors, a more balanced, granular, analytical, 
and objective treatment of A/IS impact on 
the workforce is needed to effectively inform 
policy making and essential workforce reskilling. 
Specifics to accomplish this include:

•	 Creating an international and independent 
agency able to properly disseminate objective 
statistics and inform the media, as well as the 
general public, about the impact of robotics 
and A/IS on jobs, tax revenue, growth,26 and 
well-being.

•	 Analyzing and disseminating data on how 
current task content of jobs have changed, 
based on a clear assessment of the 
automatability of the occupational  
description of such jobs.

•	 Promoting automation with augmentation, as 
recommended in the Future of Jobs Report 
2018 (see chart on page 154), to maximize 
the benefit of A/IS to employment and 
meaningful work.

•	 Integrating more granulated dynamic mapping 
of the future jobs, tasks, activities, workplace-
structures, associated work-habits, and 
skills base spurred by the A/IS revolution, 
in order to innovate, align, and synchronize 
skill development and training programs with 
future requirements. This workforce mapping 
is needed at the macro, but also crucially at 
the micro, levels where labor market programs  
are deployed.

•	 Considering both product and process 
innovation, and looking at them from a global 
perspective in order to understand properly 
the global impact of A/IS on employment.

•	 Proposing mechanisms for redistribution of 
productivity increases and developing an 
adaptation plan for the evolving labor market.

Further Resources

•	 E. Brynjolfsson and A. McAfee. The Second 
Age of Machine Intelligence: Work Progress 
and Prosperity in a Time of Brilliant 
Technologies. New York, NY: W. W. Norton & 
Company, 2014.

•	 P.R. Daugherty, and H.J. Wilson, Human + 
Machine: Reimagining Work in the Age of AI. 
Watertown, MA: Harvard Business Review 
Press, 2018. 

•	 International Federation of Robotics. “The 
Impact of Robots on Productivity, Employment 
and Jobs,” A positioning paper by the 
International Federation of Robotics, April 
2017. 

•	 RockEU. “Robotics Coordination Action for 
Europe Report on Robotics and Employment,” 
Deliverable D3.4.1, June 30, 2016. 

•	 World Economic Forum, Centre for the New 
Economy and Society, The Future of Jobs 
2018, Geneva: WEF 2018.
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Section 4—Education for the A/IS Age

Issue: Education to prepare 
the future workforce, in both 
HIC and LMIC, to design ethical 
A/IS applications or to have 
a comparative advantage in 
working alongside A/IS, is either 
lacking or unevenly available, 
risking inequality perpetuated 
across generations, within and 
between countries, constraining 
equitable growth, supporting 
a sustainable future, and 
achievement of the SDGs.

Background

Multiple international institutions, in particular 
educational engineering organizations,27 have 
called on universities to play an active role, 
both locally and globally, in the resolution of 
the enormous problems that the world faces in 
securing peace, prosperity, planet protection, 
and universal human dignity: armed conflict, 
social injustice, rapid climate change, abuse 
of human rights, etc. Addressing global social 
problems is one of the central objectives of many 
universities, transversal to their other functions, 
including research in A/IS. UNESCO points out 
that universities’ preparation of future scientists 
and engineers for social responsibility is presently 

very limited, in view of the enormous ethical and 
social problems associated with technology.28 
Enhancing the global dimension of engineering  
in undergraduate and postgraduate A/IS 
education is necessary, so that students can  
be prepared as technical professionals, aware  
of the opportunities and risks that A/IS present, 
and ready for work anywhere in the world in  
any sector. 

Engineering studies at the university and 
postgraduate levels is just one dimension of the 
A/IS education challenge. For instance, business, 
law, public policy, and medical students will 
also need to be prepared for professions where 
A/IS are a partner, and to have internalized 
ethical principles to guide the deployment of 
such technologies. LMIC need financial and 
academic support to incorporate global A/IS 
professional curricula in their own universities, 
and all countries need to develop the pipeline 
by preparing elementary and secondary 
school students to access such professional 
programs. While the need for curriculum reform 
is recognized, the impact of A/IS on various 
professions and socioeconomic contexts is, at this 
time, both evolving and largely undocumented. 
Thus, the overhaul of education systems at all 
levels should be preceded by A/IS research. 

Much of LMIC education is not globally 
competitive today, so there is a risk that the 
global advent of A/IS could negatively affect 
the chances of young people in LMIC finding 
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productive employment, further fueling global 
inequality. Education systems worldwide have 
to be reformed and transformed to fit the new 
demands of the information age, in view of 
the changing mix of skills demanded from the 
workforce.29 In 21st century education, it has 
been observed that children need less rote 
knowledge, given so much is instantly accessible 
on the web and more tools to network and 
innovate are available; less memory and more 
imagination should be developed; and fewer 
physical books and more internet access is 
required. Young people everywhere need to 
develop their capacities for creativity, human 
empathy, ethics, and systems thinking in order 
to work productively alongside robots and A/IS 
technologies. Science, Technology, Engineering, 
Art/design, and Math (STEAM) subjects need to 
be more extensive and more creatively taught.30 
In addition, research is needed to establish ways 
that a new subject, empathy, can be added to 
these crucial 21st century subjects in order to 
educate the future A/IS workforce in social skills. 
Instead, in rich and poor countries alike, children 
are continuing to be educated for an industrial 
age which has disappeared or never even arrived. 
LMIC education systems, being less entrenched 
in many countries, may have the potential to be 
more flexible than those in HIC. Perhaps A/IS 
can be harnessed to help educational systems 
to leapfrog into the 21st century, just as mobile 
phone technology enabled LMIC leapfrog over 
the phase of wired communication infrastructure.   

 
 

Recommendations 

Education with respect to A/IS must be targeted 
to three sets of students: the general public, 
present and future professionals in A/IS, and 
present and future policy makers. To prepare the 
future workforce to develop culturally appropriate 
A/IS, to work productively and ethically alongside 
such technologies, and to advance the UN SDGs, 
the curricula in HIC and LMIC universities and 
professional schools require innovation. Equally 
importantly, preuniversity education systems, 
starting with early childhood education, need to 
be reformed to prepare society for the risks and 
opportunities of the A/IS age, rather than the 
current system which prepares society for work 
in an industrial age that ended with the 20th 
century. Specific recommendations include:

•	 Preparing future managers, lawyers, 
engineers, civil servants, and entrepreneurs 
to work productively and ethically as global 
citizens alongside A/IS, through reform of 
undergraduate and graduate curricula as 
well as of preschool, primary, and secondary 
school curricula. This will require:

•	 Fomenting interaction between universities 
and other actors such as companies, 
governments, NGOs, etc., with respect to 
A/IS research through definition of research 
priorities and joint projects, subcontracts to 
universities, participation in observatories, 
and co-creation of curricula, cooperative 
teaching, internships/service learning, and 
conferences/seminars/courses.

•	 Establishing and supporting more 
multidisciplinary degrees that include  
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A/IS, and adapting university curricula to 
provide a broad, integrated perspective 
which allows students to understand the 
impact of A/IS in the global, economic, 
environmental, and sociocultural domains 
and trains them as future policy makers in 
A/IS fields. 

•	 Integrating the teaching of ethics and  
A/IS across the education spectrum, from 
preschool to postgraduate curricula, instead 
of relegating ethics to a standalone module 
with little direct practical application.

•	 Promoting service learning opportunities 
that allow A/IS undergraduate and graduate 
students to apply their knowledge to meet 
the needs of a community. 

•	 Creating international exchange programs, 
through both private and public institutions, 
which expose students to different cultural 
contexts for A/IS applications in both HIC 
and LMIC.

•	 Creating experimental curricula to prepare 
people for information-based work in 
the 21st century, from preschool through 
postgraduate education.

•	 Taking into account transversal 
competencies students need to acquire to 
become ethical global citizens, i.e., critical 
thinking, empathy, sociocultural awareness, 
flexibility, and deontological reasoning  
in the planning and assessment of  
A/IS curricula. 

•	 Training teachers in teaching 
methodologies suited to addressing 
challenges imposed in the age of A/IS. 

•	 Stimulating STEAM courses in preuniversity 
education. 

•	 Encouraging high-quality HIC-LMIC 
collaborative A/IS research in both private 
and public universities.

•	 Conducting research to support innovation in 
education and business for the A/IS world, 
which could include:

•	 Researching the impact of A/IS on the 
governance and macro/micro strategies of 
companies and organizations, together with 
those companies, in an interdisciplinary 
manner which harnesses expertise of both 
social scientists and technology experts.

•	 Researching the impact of A/IS on the 
business model for the development of 
new products and services through the 
collaborative efforts of management, 
operations, and the technical research and 
development function.

•	 Researching how empathy can be taught 
and integrated into curricula, starting at the 
preschool level.

•	 Researching how schools and education 
systems in low-income settings of both 
HIC and LMIC can leverage their less-
entrenched interests to leapfrog into a 21st 
century-ready education system. 
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•	 Establishing ethics observatories in 
universities with the purpose of fostering 
an informed public opinion capable  
of participating in policy decisions  
regarding the ethics and social impact  
of A/IS applications.

•	 Creating professional continuing education 
and employment opportunities in A/IS for 
current professionals, including through 
online and executive education courses.

•	 Creating educative mass media campaigns 
to elevate society’s ongoing baseline 
level of understanding of A/IS systems, 
including what it is, if and how it can be 
trusted in various contexts, and what are its 
limitations.

Further Resources

•	 ABET Computing and Engineering 
Accreditation Criteria 2018. Available 
at: http://www.abet.org/accreditation/
accreditation-criteria/

•	 ABET, 2017 ABET Impact Report, Working 
Together for a Sustainable Future, 2017.

•	 emlyon business school, Artificial Intelligence 
in Management (AIM) Institute http://aim.
em-lyon.com

•	 UNESCO, The UN Decade of Education 
for Sustainable Development, Shaping the 
Education of Tomorrow. UNESCO 2012.
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Section 5—A/IS and Humanitarian Action

Issue: A/IS are contributing to 
humanitarian action to save lives, 
alleviate suffering, and maintain 
human dignity both during and 
in the aftermath of man-made 
crises and natural disasters, as 
well as to prevent and strengthen 
preparedness for the occurrence 
of such situations. However, 
there are ethical concerns with 
both the collection and use 
of data during humanitarian 
emergencies.

Background

There have been a number of promising 
A/IS applications that relieve suffering in 
humanitarian crises, such as extending the 
reach of the health system by using drones 
to deliver blood to remote parts of Rwanda,31 
locating and removing landmines,32 efforts to 
use A/IS to track movements and population 
survival needs following a natural disaster, and 
to meet the multiple management requirements 
of refugee camps.33 There are also promising 
developments using A/IS and robotics to assist 
people with disabilities to recover mobility, and 
robots to rescue people trapped in collapsed 
buildings.34 A/IS are also being used to monitor 

conflict zones and to enable early warning 
systems.35 For example, Microsoft has partnered 
with the UN Human Rights Office of the High 
Commissioner (OHCHR) to use big data in order 
to track and analyze human rights violations 
in conflict zones.36 Machine learning is being 
used for improved decision-making regarding 
asylum adjudication and refugee resettlement, 
with a view to increasing successful integration 
between refugees and host communities.37 In 
addition, there is evidence that a recent growth in 
human empathy has increased well-being while 
diminishing psychological and physical violence,38 
inspiring some researchers to look for ways of 
harnessing the power of A/IS to introduce more 
empathy and less violence into society. 

The design and ethical deployment of these 
technologies in crisis settings are both essential 
and challenging. Large volumes of both personally 
identifiable and demographically identifiable 
data are collected in fragile environments, where 
tracking of individuals or groups may compromise 
their security if data privacy cannot be assured. 
Consent to data use is also impractical in such 
environments, yet crucial for the respect of 
human rights. 
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Recommendations

The potential for A/IS to contribute to 
humanitarian action to save and improve 
lives should be prioritized for research and 
development, including by organizing global 
research challenges, while also building in 
safeguards to protect the creation, collection, 
processing, sharing, use, and disposal 
of information, including data from and 
about individuals and populations. Specific 
recommendations include:

•	 Promoting awareness of the vulnerable 
condition of certain communities around the 
globe and the need to develop and use A/IS 
applications for humanitarian purposes.

•	 Elaborating competitions and challenges 
in high impact conferences and university 
hackathons to engage both technical and 
nontechnical communities in the development 
of A/IS for humanitarian purposes and to 
address social issues.

•	 Support civil society groups who organize 
themselves for the purpose of A/IS research 
and advocacy to develop applications to 
benefit humanitarian causes.39

•	 Developing and applying ethical standards for 
the collection, use, sharing, and disposal of 
data in fragile settings.

•	 Following privacy protection frameworks for 
pressing humanitarian situations that ensure 
the most vulnerable are protected.40  

•	 Setting up clear ethical frameworks for 
exceptional use of A/IS technologies in life-
saving humanitarian situations, compared  
to "normal" situations.41

•	 Stimulating the development of low-cost  
and open source solutions based on A/IS  
to address specific humanitarian problems.

•	 Training A/IS experts in humanitarian action 
and norms, and humanitarian practitioners  
to catalyze collaboration in designing,  
piloting, developing, and implementing  
A/IS technologies for humanitarian purposes. 
Forging public-private A/IS participant alliances 
that develop crisis scenarios in advance.

•	 Working on cultural and contextual acceptance 
of any A/IS introduced during emergencies.

•	 Documenting and developing quantifiable 
metrics for evaluating the outcomes of 
humanitarian digital projects, and educating 
the humanitarian ecosystem on the same. 
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Further Resources

•	 E. Prestes et al., "The 2016 Humanitarian 
Robotics and Automation Technology Challenge 
[Competitions]," in IEEE Robotics & Automa-
tion Magazine, vol. 23, no. 3, pp. 23-24, Sept. 
2016. http://ieeexplore.ieee.org/stamp/
stamp.jsp?tp=&arnumber=7565695&isnum-
ber=7565655

•	 L. Marques et al., "Automation of humanitarian 
demining: The 2016 Humanitarian Robotics 
and Automation Technology Challenge," 2016 
International Conference on Robotics and 
Automation for Humanitarian Applications 
(RAHA), Kollam, 2016, pp. 1-7. http://ieeex-
plore.ieee.org/stamp/stamp.jsp?tp=&arnum-
ber=7931893&isnumber=7931858

•	 CYBATHLON 2020 Preliminary Race Task 
Descriptions http://www.cybathlon.ethz.
ch/cybathlon-2020/preliminary-race-task-
descriptions.html

•	 CYBATHLON Scientific Publications  
http://www.cybathlon.ethz.ch/

•	 Immigration Policy Lab (IPL), “Harnessing 
Big Data to Improve Refugee Resettlement” 
https://immigrationlab.org/project/harnessing-
big-data-to-improve-refugee-resettlement/

•	 Harvard Humanitarian Initiative, The Signal 
Code, https://signalcode.org 
 
 
 
 

•	 J.A. Quinn, et al., “Humanitarian applications 
of machine learning with remote-sensing data: 
review and case study in refugee settlement 
mapping” Philosophical Transactions of 
the Royal Society A, 376 20170363; DOI: 
10.1098/rsta.2017.0363. Aug. 6, 2018.

•	 Humanitarian Innovation Guide: https://
higuide.elrha.org/, 2019.

•	 P. Meier, Digital Humanitarians: How Big 
Data is Changing the Face of Humanitarian 
Response. Florida: CRC Press, 2015. 

•	 “Technology for human rights: UN Human 
Rights Office announces landmark partnership 
with Microsoft” https://www.ohchr.org/
EN/NewsEvents/Pages/DisplayNews.
aspx?NewsID=21620&LangID=E

•	 M. Luengo-Oroz, “10 big data science 
challenges facing humanitarian organizations,” 
UNHCR, Nov. 22, 2016. http://www.
unhcr.org/innovation/10-big-data-science-
challenges-facing-humanitarian-organizations/

•	 Optic Technologies, Press Release, Vatican 
Hack 2018—Results, 18 March 2018, which 
announced winning AI applications to benefit 
migrants and refugees as well as social 
inclusion and interfaith dialogue,  
http://optictechnology.org/index.php/en/
news-en/151-vhack-2018winners-en 
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1	  See, for example, the writing of T. Piketty, Capital 
in the Twenty-First Century (Cambridge: Belknap 
Press 2014).

2	  See preamble of the United Nations General 
Assembly, Transforming our world: the  
2030 Agenda for Sustainable Development  
(A/RES/70/1: 21 October 2015): “This Agenda is 
a plan of action for people, planet and prosperity. 
It also seeks to strengthen universal peace in 
larger freedom. We recognize that eradicating 
poverty in all its forms and dimensions, including 
extreme poverty, is the greatest global challenge 
and an indispensable requirement for sustainable 
development. All countries and all stakeholders, 
acting in collaborative partnership, will implement 
this plan. We are resolved to free the human 
race from the tyranny of poverty and want and to 
heal and secure our planet. We are determined 
to take the bold and transformative steps which 
are urgently needed to shift the world on to a 
sustainable and resilient path. As we embark on 
this collective journey, we pledge that no one will 
be left behind. The 17 Sustainable Development 
Goals and 169 targets which we are announcing 
today demonstrate the scale and ambition of this 
new universal Agenda.”

3	  Ibid, paragraph 8.

4	  A/IS has the potential to advance positive 
change toward all seventeen 2030 Sustainable 
Development Goals, which are: 

Goal 1. End poverty in all its forms everywhere

Goal 2. End hunger, achieve food security and 
improved nutrition and promote sustainable 
agriculture

Goal 3. Ensure healthy lives and promote well-being 
for all at all ages

Goal 4. Ensure inclusive and equitable quality 
education and promote lifelong learning 
opportunities for all

Goal 5. Achieve gender equality and empower all 
women and girls

Goal 6. Ensure availability and sustainable management 
of water and sanitation for all

Goal 7. Ensure access to affordable, reliable, 
sustainable and modern energy for all

Goal 8. Promote sustained, inclusive and sustainable 
economic growth, full and productive employment 
and decent work for all

Goal 9. Build resilient infrastructure, promote inclusive 
and sustainable industrialization and foster innovation

Goal 10. Reduce inequality within and among countries

Goal 11. Make cities and human settlements inclusive, 
safe, resilient and sustainable

Goal 12. Ensure sustainable consumption and 
production patterns

Goal 13. Take urgent action to combat climate change 
and its impacts
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Goal 14. Conserve and sustainably use the oceans, 
seas and marine resources for sustainable 
development

Goal 15. Protect, restore and promote sustainable 
use of terrestrial ecosystems, sustainably manage 
forests, combat desertification, and halt and reverse 
land degradation and halt biodiversity loss

Goal 16. Promote peaceful and inclusive societies for 
sustainable development, provide access to justice 
for all and build effective, accountable and inclusive 
institutions at all levels

Goal 17. Strengthen the means of implementation  
and revitalize the global partnership for  
sustainable development

Source: United Nations General Assembly, 
Transforming our world: the 2030 Agenda  
for Sustainable Development   
(A/RES/70/1: 21 October 2015) p. 14

5	  United Nations Secretary General “The road 
to dignity by 2030: ending poverty, transforming 
all lives and protecting the planet” United 
Nations, A/69/700, 4 December 2014, pp. 25-
27 http://www.un.org/ga/search/view_doc.
asp?symbol=A/69/700&Lang=E 

6	  Internet World Stats https://www.
internetworldstats.com/stats.htm, accessed  
17 May 2018.  

7	  (“Internet of Things, Privacy and Security in 
a Connected World,” FTC, https:// www.ftc.
gov/system/ les/documents/reports/federal-
trade-commission-staff- report-november-
2013-workshop-entitled-internet-things-
privacy/150127iotrpt.pdf)

8	  World Economic Forum Global Future Council 
on Human Rights 2016-18 “White Paper: How 
to Prevent Discriminatory Outcomes in Machine 
Learning” (WEF: March 2018).

9	  World Wide Web Foundation Artificial Intelligence: 
the Road ahead in Low and Middle-income 
Countries (June 2017: webfoundation.org) p.13

10	 See the Well-being chapter of Ethically Aligned 
Design, First Edition

11	 See, for example, S. Vosougi, D. Roy, and S. Aral, 
“The spread of true and false news online” Science 
09 Mar 2018: Vol. 359, Issue 6380, pp. 1146-1151 
and M. Fox, “Fake News:Lies spread faster on 
social media than Truth does” NBC Health News, 
8 March 2018 https://www.nbcnews.com/health/
health-news/fake-news-lies-spread-faster-social-
media-truth-does-n854896; Cyberbullying Research 
Center: Summary of Cyberbullying Research 2004-
2016 https://cyberbullying.org/summary-of-our-
cyberbullying-research and TeenSafe “Cyberbullying 
Facts and Statistics” TeenSafe October 4, 2016, 
https://www.teensafe.com/blog/cyber-bullying-
facts-and-statistics/

A. Hutchison, “Social Media Still Has a Fake News 
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www.socialmediatoday.com/news/social-media-
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is-largel/538930/; D.D. Luxton, J.D. June, and 
J. M. Fairall, “Social Media and Suicide: A Public 
Health Perspective”, Am J Public Health. 2012 May; 
102(Suppl 2): S195–S200. J. Twege, T. E. Joiner, 
M.L. Rogers, “Increases in Depressive Symptoms, 
Suicide-Related Outcomes, and Suicide Rates 
Among U.S. Adolescents After 2010 and Links 
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